
VERTEX ADDITION TO A BALL GRAPH WITH APPLICATION

TO RELIABILITY AND AREA COVERAGE IN AUTONOMOUS

SWARMS

CALUM BUCHANAN1, PUCK ROMBACH1, JAMES BAGROW1,
AND HAMID R. OSSAREH2

Abstract. A unit ball graph consists of a set of vertices, labeled by points in
Euclidean space, and edges joining all pairs of points within distance 1. These
geometric graphs are used to model a variety of spatial networks, including
communication networks between agents in an autonomous swarm. In such an
application, vertices and/or edges of the graph may not be perfectly reliable;
an agent may experience failure or a communication link rendered inoperable.
With the goal of designing robust swarm formations, or unit ball graphs with
high reliability (probability of connectedness), in a preliminary conference
paper we provided an algorithm with cubic time complexity to determine
all possible changes to a unit ball graph by repositioning a single vertex.
Using this algorithm and Monte Carlo simulations, one obtains an e�cient
method to modify a unit ball graph by moving a single vertex to a location
which maximizes the reliability. Another important consideration in many
swarm missions is area coverage, yet highly reliable ball graphs often contain
clusters of vertices. Here, we generalize our previous algorithm to improve
area coverage as well as reliability. Our algorithm determines a location to
add or move a vertex within a unit ball graph which maximizes the reliability,
under the constraint that no other vertices of the graph be within some �xed
distance. We compare this method of obtaining graphs with high reliability
and evenly distributed area coverage to another method which uses a modi�ed
Fruchterman-Reingold algorithm for ball graphs.

1. Introduction

Recent decades have seen a rise in autonomous swarms of agents of various types.

For instance, autonomous swarms of satellites are likely to replace monolithic NASA

missions in the near future, due increased 
exibility and reduced cost [29, 2, 3, 18].

Swarms of autonomous underwater vehicles for oceanography and coastal man-

agement [13], unmanned aerial vehicles for agricultural and environmental pur-

poses [9, 32], and swarm robotics for search and rescue missions [23, 16] (among

1Dept. of Mathematics and Statistics, University of Vermont, Burlington, VT USA
2Dept. of Electrical and Biomedical Engineering, University of Vermont, Burling-

ton, VT USA

E-mail addresses: calumjmb@comcast.net , puck.rombach@uvm.edu ,

james.bagrow@uvm.edu , hossareh@uvm.edu .
2020 Mathematics Subject Classi�cation. 05C85 (primary); 68R10, 93B51 (secondary).
Key words and phrases. ball graph, disk graph, vertex placement, reliability, area coverage,

autonomous swarm, satellite swarm, swarm robotics, formation planning.
Implementation in Python 3 of the algorithms described herein is publicly available on GitHub

at https://github.com/calum-buchanan/UDG-Neighborhoods-Reliability-AreaCoverage.

1

https://orcid.org/0000-0002-7381-8060
https://orcid.org/0000-0002-8374-0797
https://orcid.org/0000-0002-4614-0792
https://orcid.org/0000-0002-4964-569X
https://github.com/calum-buchanan/UDG-Neighborhoods-Reliability-AreaCoverage


2 C. BUCHANAN, P. ROMBACH, J. BAGROW, AND H. R. OSSAREH

other purposes) are also the subject of signi�cant current research. In order that

the agents in a swarm work together to accomplish a task, such as Earth obser-

vation by satellites [17], each is equipped with a communication device. Without

centralized control, the network induced by the agents and their communication

links must remain connected; that is, any agent should be able to pass a message

to any other, possibly via some intermediary agents. Otherwise, were the network

to become disconnected, the swarm would not be able to function as a cohesive

unit. As connectedness of the network is crucial, and as various uncertainties may

render agents or the communication links between them inoperable, it is of great

importance to design formations which induce communication networks whose con-

nectedness is robust to potential failures. In the context of satellite swarms, for

instance, such uncertainties may include hardware issues, radiation, space debris,

or, in a lower earth orbit, clouds and other atmospheric conditions [11, 1, 22, 4].

Assuming that every agent in a swarm is equipped with the same omnidirectional

communication device, the swarm's communication network can be modeled by

a geometric graph known as a unit ball graph. Vertices of the ball graph are

points in space (representing agents) and edges connect vertices within distance

1 (communication range after scaling). Unit ball graphs are also commonly used

to model a wide variety of other communication networks, especially those using

radio broadcast or optimal communication. The two-dimensional counterpart to a

unit ball graph is known as a unit disk graph. These are often easier to work with

and, in a number of applications such as radio broadcast networks [5], reasonable

simpli�cations. In an application to satellite imaging of a region on the surface

of an object, it is also reasonable to assume that the satellites in a formation lie

approximately in a plane above the region.

In order to measure the robustness of the connectedness of a network, a theory

known as network reliability has sprung forth. Commonly, one assigns a probabil-

ity of operation to each edge and vertex of a graph, and asks for the probability

of connectedness of the subgraph obtained by including each vertex independently

with its given probability of operation, and each edge between operational ver-

tices independently with its given probability of operation. The case in which all

vertices, but not all edges, operate with probability 1 is known as all-terminal re-

liability [12]. We refer to the more general case simply as reliability, though in the

literature it has been referred to as residual connectedness [33]. Unfortunately,

the all-terminal reliability, even of a unit disk graph, is ♯P-complete to compute [5].

A large amount of work has thus gone into e�ciently estimating [14] and providing

bounds [6] on the reliability of a graph.

Now, in the context of a hypothetical mission for an autonomous swarm, our

goal is to ensure that the communication network has high reliability. Of course, a

formation in which all agents are pairwise within communication range is optimally

reliable, but mission constraints may render such a formation ine�cient. For in-

stance, suppose that a satellite swarm is assigned to image a region on the surface

of an object. It is natural to assign some satellites to image the outer boundary

of the region. The problem is then to assign the remaining satellites to cover the
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interior of the region so that the entire region is evenly covered and so that the

communication network is highly reliable.

One method to keep agents spread out is to ensure some minimum distance be-

tween any given pair. The main contribution of this paper is an e�cient algorithm

to enumerate all possible neighborhoods that a vertex v could have when added to

a unit disk graph, under the constraint that no other vertices are within some �xed

Euclidean distance b of v (Algorithm 1 of Section 3.1). We use this algorithm to

move vertices one at a time, under the same constraint, to locations which maxi-

mize the reliability of the resulting graph. An alternative method is to use a spring

layout- (or Fruchterman-Reingold)-type algorithm, treating vertices like similarly

charged particles which repel and edges like springs which attract or repel based

on the resting length; we provide a modi�ed spring layout algorithm which avoids

destroying edges in a unit ball graph in Section 3.2.

The remainder of this paper is organized as follows. First, in Section 2, we review

an algorithm from our preliminary conference paper [8] to enumerate all possible

neighborhoods for a vertex added to a unit ball graph. This can be used to move

a vertex in a unit ball graph to a location which maximizes the network reliability

of the resulting graph. In Section 3, we consider both reliability and area coverage.

In Section 3.1, we describe our main algorithm in terms of unit disk graphs, noting

that this algorithm can be generalized to unit ball graphs as well. In Section 3.2,

we provide a variation of a classical algorithm of Fruchterman and Reingold [19]

to space out vertices in a ball graph without destroying edges. In Section 4, we

compare the e�ectiveness of the algorithms in Sections 3.1 and 3.2 in producing

unit disk graphs with high reliability and evenly spread vertices over a region. The

comparison shows the former algorithm to be particularly e�ective. We conclude

with some open questions and future directions in Section 5.

1.1. Definitions and notations. Let V be a set of points in space, and let G be

the graph with vertex set V whose edges connect pairs of distinct vertices u, v with

∥u − v∥2 < 1. If V ⊂ R2, we call G a unit disk graph, and if V ⊂ R3, we call G a

unit ball graph. The neighborhood of a vertex v in V is the set of vertices adjacent

to v.

Let v be a point in R2. For positive real numbers b and c with b < c, we

de�ne the (b, c)-annulus centered at v to be the set of points w in R2 such that

b < ∥v−w∥2 < c; its boundary is the set of points w such that ∥v−w∥2 ∈ {b, c}.

Let G be a graph, and for each edge e in G, assign a probability of operation

pe ∈ [0, 1]. The all-terminal reliability of G, denoted RelA(G), is the probability

that the graph G ′ obtained from G by deleting each edge e independently with

probability 1−pe is connected. In other words, G ′ is the graph on the vertex set of

G obtained by sampling each edge e in G independently with probability pe. If each

vertex v, along with its incident edges in G ′, is subsequently deleted independently

with probability 1 − pv, the probability that the resulting graph G ′′ is connected

is called the residual connectedness Rel(G). Equivalently, G ′′ is obtained by �rst

sampling each vertex v in G independently with probability pv, then sampling the

edges e between operational vertices independently with probability pe.
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1.2. Problem statement. Let R be a connected region in R2, V a �nite set of

points in R, and G the unit disk graph with vertex set V. Our goal is to modify

G by moving or adding vertices within R in order to increase Rel(G) or RelA(G)

while decreasing the size of the largest empty circle (containing no points in V)

whose center is contained in R. We do so in order to determine highly reliable unit

disk graphs in R which do not leave large uncovered areas. We note that deleting a

vertex from G can increase the reliability without increasing the size of the largest

empty circle. While our results are easily adapted to accommodate this case, our

application to formation planning of autonomous swarms, in which agents are not

typically dispensable, makes this an undesirable option.

2. Radial sweeps and ball graphs

We begin with preliminaries on radial sweep algorithms as they apply to disk

and ball graphs. We outline an algorithm from our preliminary paper [8], using

radial sweeps to list all possible neighborhoods that a new vertex could have when

added to a disk or ball graph. This will provide a basis for our main algorithm,

described in Section 3.

2.1. Radial Sweeps. Radial sweeps are commonplace tools in computational ge-

ometry used to determine, for example, the maximum number of points from a

�nite set V ⊂ R2 which are contained in a circle of radius 1 [24]. The idea is quite

simple: we imagine a unit circle with center v +
[
1 0

]T
for a given point v in V.

We rotate, or sweep, the circle 360 degrees counterclockwise, keeping v �xed on

its boundary. The angles of rotation at which each point w within distance 2 of v

enters and exits the circle as it sweeps can be calculated using basic trigonometry.

In particular, if v =
[
xv yv

]T
and w =

[
xw yw

]T
, then letting x = xv − xw,

y = yv−yw, A = arctan (y/|x|), and B = arccos (
√

x2 + y2/2), the vertex w enters

the sweep around v after a rotation of π−(A+B) degrees and exits at π−(A−B)

degrees. See Figure 1, adapted from [8].

Performing these trigonometric calculations for each vertex v in V and each

vertex w in V − v with ∥v − w∥2 < 2, one can determine all subsets N of V for

which some radius-1 circle contains all of the points in N and none in V − N as

follows. Each time a point w ∈ V enters or exits the circle sweeping around a point

v ∈ V, we record the subset S of V contained in the interior this circle with v and

w on its boundary. By shifting and/or rotating the circle slightly, one can obtain

a unit circle with any of S, S∪ v, S∪w, or S∪ {v,w} in its interior. All of these are

subsets N of V as described. On the other hand, if N is the subset of V contained

in a given radius-1 circle, then the circle can be shifted until two points in V lie on

its boundary. Thus, after performing a radial sweep around each vertex in V, we

obtain in this manner all such subsets N of V.

Note that a subset N of V contained in the interior of some radius-1 circle which

contains no other points in V would be the neighborhood of a vertex placed at the

center of said circle in the corresponding unit disk graph. Conversely, any subset of

V which could be the neighborhood of an appropriately placed vertex is contained

in a radius-1 circle which contains no other points from V. Thus, the previously
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θmin

θmax

v

w

Figure 1. A circle of radius 1 revolves in a counterclockwise mo-

tion around a �xed point v on its boundary in a radial sweep. A

point w enters and exits the circle at the angles θmin and θmax,

respectively. (Adapted from [8].)

summarized algorithm �nds all possible neighborhoods for a new vertex added to

a unit disk graph on V. Although the number of possible neighborhoods for a new

vertex added to an abstract graph is exponential, the number of such subsets N of

V is on the order of n2, where n = |V | [36]. The algorithm described above is nearly

best possible, running in O(n2) time. Further, our algorithm generalizes to �nite

subsets V of R3, running in O(n3) time, which is also the order of the maximum

number of subsets N of V contained in a unit sphere with no other points from

V in its interior [36]. These upper bounds can be improved using parameterized

complexity. Letting ∆ denote the maximum number of points in V contained in a

ball of radius 2, our 2-D algorithm runs in time O(n∆) and the 3-D variation in

time O(n2∆) [8].

2.2. Unit disk and unit ball graphs. Disk and ball graphs are used to model a

wide array of spatial relationships between objects. Supposing that each agent in

an autonomous swarm is equipped with the same omnidirectional communication

device, we can model the swarm formation by a unit ball graph1 whose vertices

represent agents in the formation and whose edges connect pairs of agents within

communication distance.

Given the dynamic nature of swarm formations, it is natural to ask how the

communication network changes with the formation. Generally, one might like to

know which changes to the graph structure of a unit ball graph G are obtainable

by repositioning vertices. This problem is di�cult in general, as the recognition

problem for unit ball graphs is NP-hard [7]. However, using the algorithm described

in Section 2.1, we are able to enumerate in polynomial time all of the unit ball

graphs obtainable by moving a single vertex in G. This can be modeled by deleting

a vertex v from G and adding it back in a new location. The algorithm summarized

1We scale the space by a factor of 1/r, where r is the range of the communication device.
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in Section 2.1 can be used to list all of the possible neighborhoods that v could

have.

3. Reliability and area coverage

Equipped with an algorithm to e�ciently determine all possible neighborhoods

for a new vertex added to a unit disk or unit ball graph, in [8], we used Monte

Carlo simulations to determine the location to add or move a vertex which would

maximize either Rel or RelA. Indeed, for any e�ciently calculable or estimable

graph parameter P, one can use our algorithm to optimize P by moving or adding

a single vertex. We note that, when using our algorithm to maximize reliability,

only those neighborhoods which are maximal with respect to set inclusion need be

considered, for Rel and RelA are both monotonic with respect to deleting edges. We

compared the reliabilities, over all maximal neighborhoods for a new vertex, of the

graphs obtained by adding a vertex with said neighborhood. For the neighborhood

N providing the most reliable estimate, we added a new vertex at the center of the

smallest enclosing circle for N, which is the point which minimizes the maximum

distance to a point in N. Finding this center can be done in linear time [28, 35].

We tested this method on random geometric graphs in [8], �nding that reposi-

tioning a single vertex using our algorithm provides higher all-terminal reliability on

average than adding ten additional vertices uniformly at random to the visible area

(i.e., adding vertices randomly conditioned on connectedness) with edge-operation

probabilities of 90%. Applying our algorithm to add new vertices one at a time

to maximize reliability, we notice that, after a number of iterations, the vertices

are clustered together. This aligns with the results of [26] in which highly reli-

able graphs were constructed to connect a �xed set of points, and these resembled

Steiner trees with thick bands of vertices.

In the context of many a swarm mission, like satellite imaging of a region, such

a formation may not be desirable. A natural question then arises: which unit disk

graphs have evenly distributed vertices over a given area and have high relia-

bility? In the spirit of our �rst algorithm, we propose to add or move vertices one

at a time, maximizing reliability at each iteration, but imposing the constraint that

no vertex be within some �xed distance b of the vertex being added or moved. We

present such an algorithm in Section 3.1, and we propose an alternative solution to

the area coverage problem using a modi�ed spring layout algorithm in Section 3.2.

3.1. Finding neighborhoods for a vertex with a buffer. The methods we

provided in [8] were not geared toward a speci�c autonomous swarm mission, and we

acknowledge that high reliability, while important, is not the only quality desired of

a swarm formation in performing a mission. A tight cluster of satellites, for instance,

has a highly reliable communication network, but would not perform a task such as

imaging a large area very well, where maximizing the spread of the satellites would

maximize the area that can be imaged. One can imagine similar scenarios in other

spatial networks, such as swarm robotic search and rescue missions. It thus seems

natural to avoid tight clustering of vertices while keeping reliability high.
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v

Figure 2. The neighbors of a vertex v added with a bu�er to

a disk graph are contained within an annulus with no vertices in

its inner circle. The bu�er is depicted by a shaded region, and

existing edges in the graph before the addition of v are depicted

by dashed edges.

There are a number of ways that one might handle this problem. We propose a

method whereby a bu�er distance is imposed around each vertex as it is added to

the unit disk graph G. For a value b with 0 < b < 1, we note that a vertex which

has no neighbors within distance b must have all of its neighbors contained in the

(b, 1)-annulus centered at that vertex (see Figure 2). In other words, the possible

neighborhoods for a new vertex added with a bu�er are precisely the subsets S of

the vertex set V of G such that S is contained in a (b, 1)-annulus and all points in

V − S lie outside of the radius-1 circle. We use a modi�ed radial sweep algorithm

to determine all such subsets S of V. This subsection is devoted to proving the

following.

Theorem 1. Let G be a unit disk graph with vertex set V, and let 0 < b <

1. The list of possible neighborhoods for a vertex v added to G such that

∥v − w∥2 > b for all w ∈ V can be obtained in O(n∆) time, where ∆ is the

maximum cardinality of a subset of V contained in a radius-2 circle.

Theorem 1 follows from an analysis of Algorithm 1, which we describe in parts

throughout this section. We �rst �nd all subsets contained in a (b, 1)-annulus with

two vertices on its boundary and no vertices contained within its inner circle. To

do so, we conduct radial sweeps of annuli around a �xed points on their outer and

inner boundaries.

First, we sweep a (b, 1)-annulus around a �xed point v ∈ V on its outer boundary

(see Algorithm 2). Consider the (b, 1)-annulus whose center is at v+
[
1 0

]T
. We

imagine a full counterclockwise rotation of the annulus around the �xed point v.

Points w ∈ V with 1−b < ∥v−w∥2 < 1+b will enter and exit both the inner and

outer circles of the annulus as it rotates. Using trigonometric equations similar to

those described in Section 2.1, we record the angles of rotation for each of these

four moments: let θmin denote the angle at which w enters the outer circle, θdis the

angle at which w enters the inner circle (and disappears from the annulus), θre the

angle at which w exits the inner circle (and reappears in the annulus), and θmax the

angle at which w exits the outer circle. We add the 5-tuple (w, θmin, θdis, θre, θmax)

to a list L. Points w ∈ V with ∥v−w∥2 < 1− b or ∥v−w∥2 > 1+ b will enter and

exit only the outer circle of the annulus as it rotates about v. In this case, we set

θdis = None and θre = None.



8 C. BUCHANAN, P. ROMBACH, J. BAGROW, AND H. R. OSSAREH

Algorithm 1 Enumerate neighborhoods for a new vertex added to a unit disk

graph with no other vertices within distance b (0 < b < 1).

Input: Nonempty �nite set of points V ⊂ R2 and b ∈ (0, 1)

Output: Subsets of V contained in a (b, 1)-annulus with no points in inner circle

1: function BufferNeighborhoods(V,b)

2: Nbrhds ← {}

3: for v ∈ V do

4: L1 ← OuterSweep(V, v,b)

5: for S ∈ SetsFromIntervals(L1) do
6: add S and S ∪ v to Nbrhds

7: end for

8: L2 ← InnerSweep(V, v,b)

9: for S ∈ SetsFromIntervals(L2) do
10: add S ∪ v to Nbrhds

11: end for

12: end for

13: return Nbrhds

14: end function

Algorithm 2 List of points and angles at which points enter and exit a (b, 1)-

annulus swept around a �xed point v on its outer boundary

Input: Nonempty �nite set of points V ⊂ R2, v ∈ V, and b ∈ (0, 1)

Output: Points w ∈ V and angles θ ∈ (−π/2,π/2) of rotation at which w enters

and exits a (b, 1)-annulus swept counterclockwise around �xed point v on outer

boundary

1: function OuterSweep(V, v,b)

2: L ← {}

3: for w ∈ V − v with ∥v−w∥2 < 2 do ▷ w will enter & exit the sweep

4: if 1− b < ∥v−w∥2 < 1+ b then ▷ w will enter & exit both circles

5: θmin ← angle w enters outer circle

6: θdis ← angle w enters inner circle

7: θre ← angle w exits inner circle

8: θmax ← angle w exits outer circle

9: else ▷ w will only enter & exit the outer circle

10: θmin ← angle w enters outer circle

11: θdis, θre ← None

12: θmax ← angle w exits outer circle

13: end if

14: add (w,θmin, θdis, θre, θmax) to L

15: end for

16: return L

17: end function
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Algorithm 3 List of points and angles at which they enter and exit a (b, 1)-annulus

swept around a �xed point on its inner boundary

Input: Nonempty �nite set of points V ⊂ R2, v ∈ V, and b ∈ (0, 1)

Output: Points w ∈ V and angles θ ∈ (−π/2,π/2) of rotation at which w enters

and exits a (b, 1)-annulus swept counterclockwise around �xed point v on inner

boundary

1: function InnerSweep(V, v,b)

2: L ← {}

3: for w ∈ V − p with ∥v−w∥2 < 1+ b do ▷ w will enter & exit the sweep

4: if 1− b < ∥v−w∥2 < 2b then ▷ w will enter & exit both circles

5: θmin ← angle w enters outer circle

6: θdis ← angle w enters inner circle

7: θre ← angle w exits inner circle

8: θmax ← angle w exits outer circle

9: else if ∥v−w∥2 > 2b then ▷ w will only enter & exit outer circle

10: θmin ← angle w enters outer circle

11: θdis, θre ← None

12: θmax ← angle w exits outer circle

13: else if ∥v−w∥2 < 1− b then ▷ w will only enter & exit inner circle

14: θmin, θmax ← None

15: θdis ← angle w enters inner circle

16: θre ← angle w exits inner circle

17: end if

18: add (w,θmin, θdis, θre, θmax) to L

19: end for

20: return L

21: end function

Second, we sweep a (b, 1)-annulus around a �xed point v ∈ V on its inner

boundary (see Algorithm 3). Consider the (b, 1)-annulus centered at v +
[
b 0

]T
.

As it rotates counterclockwise about v, points w ∈ V within distance 1+b of v will

enter and exit the annulus. If 1 − b < ∥v −w∥2 < 2b, then w will enter and exit

the annulus twice in one full rotation, passing through both the inner and outer

boundaries. We again record the angles θmin, θdis, θre, and θmax de�ned above,

using basic trigonometry, and add the tuple (w, θmin, θdis, θre, θmax) to a list L. If

2b < ∥v − w∥2 < 1 + b, then w only enters and exits the annulus once during

the sweep, via the outer boundary. We record the angles θmin and θmax and set

θdis = None and θre = None. Finally, if ∥v−w∥2 < 1− b, then w only enters and

exits the annulus via the inner boundary, and we set θmin = None and θre = None.

We now describe how to obtain the sets S of vertices contained in a (b, 1)-annulus

with V − S outside of its outer boundary (see Algorithm 4). By Proposition 2, it

su�ces to �nd the sets S contained in a (b, 1)-annulus with two points on its

boundary (keeping track of whether they are on the outer or inner boundary) and
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Algorithm 4 Obtain sets of points contained in a (b, 1)-annulus from a sweep

around a given point v

Input: Nonempty �nite subset V of R2; L, the output of Algorithm 2 or Algo-

rithm 3

Output: Collection of subsets of V contained in a (b, 1)-annulus with no points in

its inner circle

1: function SetsFromIntervals(L)

2: M ← [ ]

3: R ← InitialSet(L) ▷ See Algorithm 5 in Appendix B

4: B ← {} ▷ Bad vertices: contained in the inner circle

5: for (w,θmin, θdis, θre, θmax) ∈ L and do

6: for θ ∈ {θmin, θdis, θre, θmax} do

7: if θ is not None then

8: add (w,θ, type) to M, where type ∈ {min, dis, re,max}

9: end if

10: end for

11: if θre < θdis then ▷ w is bad when sweep begins

12: add (w,θdis, type = dis) to B

13: end if

14: end for

15: Sort M by angles θ in increasing order

16: Sets ← {}

17: for (w,θ, type) ∈M do

18: if type = max then remove w from R

19: if B = ∅ then add R and R ∪w to Sets

20: end if

21: else if type = min then add w to R

22: if B = ∅ then add R and R−w to Sets

23: end if

24: else if type = dis then remove w from R

25: if B = ∅ then add R ∪w to Sets

26: end if

27: add w to B

28: else if type = re then add w to R

29: remove w from B

30: if B = ∅ then add R to Sets

31: end if

32: end if

33: end for

34: return Sets

35: end function
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all other points in V − S outside of the outer boundary. One of the points on the

boundary will be the point v we are sweeping around, and the other will be a point

that is entering or exiting the sweep.

Let Lv be a list of tuples (w, θmin, θdis, θre, θmax) obtained from a sweep around

v ∈ V using either Algorithm 2 or 3. We �rst determine the points contained in

the annulus when the sweep begins (Algorithm 5). These are those points w which

are close enough to v to enter and exit the sweep and are such that

• θmax < θmin and θdis < θre, or

• θmax < θmin and θdis, θre = None, or

• θmin, θmax = None and θdis < θre.

We add these points to a \running set" R. Any points w which are not contained

in the annulus when the sweep begins but which are contained in its inner circle

(those with θre < θdis) we add to a \bad set" B.

From Lv, we make a new list Mv of tuples (w,θ, type) to record the angles

θ, in increasing order, at which points w enter and exit the annulus during the

sweep, along with whether it is entering or exiting and which boundary it is passing

through. Speci�cally, type is one of `min', `dis', `re', or `max' depending on whether

θ is the angle at which w enters the outer circle, enters the inner circle, exits the

inner circle, or exits the outer circle of the annulus, respectively.

Now, we go through the tuples in Mv in increasing order of θ. If a vertex w

exits the outer circle (that is, if the tuple (w, θ, type) has type `max'), we remove

w from R. We then check if the set of bad vertices B is empty and, if it is, add

both R and R∪w to a list Sets which will be the output of Algorithm 4. If a vertex

w enters the outer circle (if the tuple has type `min'), we add it to R, and if B = ∅,
we add R and R−w to Sets. If a vertex w enters the inner circle (if the tuple has

type `dis'), we remove w from R, check if B = ∅, and, if it is, add R ∪ w to Sets.

Then, we add w to B. Finally, if a vertex w exits the inner circle (if the tuple has

type `re'), we add it to R and remove it from B. If now B = ∅, we add R to Sets.

Once the list Mv is exhausted, Sets contains all sets of vertices which are con-

tained in a (b, 1)-annulus with v �xed on a boundary. If v is �xed on the outer

boundary, then for each set S in Sets, both S and S ∪ v are possible subsets of V

contained in a (b, 1)-annulus with no points in its inner circle. On the other hand,

if v was �xed on the inner boundary, then only S ∪ v is a possible subset of V

contained in a (b, 1)-annulus with no points in its inner circle (see Proposition 2).

Performing Algorithms 2 and 3 each n = |V | times, by Proposition 2 we obtain

all subsets S of V for which there exists a (b, 1)-annulus containing S and with every

point in V − S outside of the radius-1 circle in O(n2) time. This is summarized in

Algorithm 1.

As with our previous algorithm in [8], the run time of Algorithm 1 can be

improved using parameterized complexity. Letting ∆ denote the maximum number

of points contained in a radius-2 circle (the maximum number of neighbors that a

vertex added to G can have), our algorithm runs in time O(n∆).

We also note that our algorithms can be generalized to unit ball graphs in R3 by

sweeping two concentric spheres, one of radius b and one of radius 1, around the
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axis formed by the line segment between two vertices u, v ∈ V with ∥u − v∥2 < 2.

We do not describe such an algorithm here, as it would be a lengthy description,

and as unit disk graphs are reasonable models for many of the relevant applications

mentioned here (including our running example of an autonomous satellite swarm

imaging a region on the surface of an object).

By adjusting the value of b, we can use this algorithm to �ll in a region with a

reliable graph whose vertices are evenly spaced apart. In Section 4, we will compare

this algorithm to another method for spreading out vertices without decreasing

reliability which we presently describe.

3.2. Fruchterman-Reingold for ball graphs. We now describe an alternative

approach for modifying a unit ball graph for reliability and area coverage purposes.

In particular, we investigate a method for providing more even area coverage with-

out decreasing the reliability of the graph obtained using Algorithm 1 or the simpler

version from [8] described in Section 2.1.

The Fruchterman-Reingold, or spring layout, algorithm introduced in [19] is a

standard graph drawing method. It is based on a simple idea: vertices should

be reasonably spaced apart, and adjacent vertices should be closer together than

pairs of nonadjacent vertices. To achieve this, vertices are treated like similarly

charged particles, repelling one another, while edges are treated like springs, re-

sisting this force. The algorithm iterates some number of times, at each iteration

linearly scaling down this combination of attractive and repulsive forces (reducing

the \temperature") until vertices settle into place.

Spring layout algorithms have also been used in a variety of applications. Vari-

ations of the Fruchterman-Reingold algorithm have been proposed for the deploy-

ment of large-scale wireless sensor networks [15, 27]. A related concept of virtual

force algorithms has also been studied in the context of wireless sensor network

coverage (see, for example, [21, 31]).

While the spring layout algorithm can provide a more even spread of vertices

over a region, it can also drastically change the underlying ball graph. Of concern

to us is the scenario in which edges are deleted (when vertices which were within

communication distance are moved further apart), decreasing the reliability of the

resulting ball graph. Extra edges, on the other hand, only increase the reliability.

Luckily, this simple algorithm is not hard to modify so that it respects adjacen-

cies in a unit disk or ball graph. We chose to modify the existing Fruchterman-

Reingold algorithm from the NetworkX Python library [20].2 There are a number

of ways that one might stop edges in a unit ball graph from being broken by the

Fruchterman-Reingold algorithm. Here, we do so by leveraging the temperature:

at each iteration, we check whether any pair vertices which were previously within

distance 1 are now of distance greater than 1 apart. If such a pair exists, we simply

go back to the positions at the last iteration, reduce the temperature, and move

on to the next iteration. We now describe our modi�ed Fruchterman-Reingold

algorithm for ball graphs in more detail.

2https://networkx.org/documentation/stable/_modules/networkx/drawing/layout.html

https://networkx.org/documentation/stable/_modules/networkx/drawing/layout.html
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Let G be a unit ball graph of order n with vertex set V and edge set E. We

consider G to lie within a frame, a minimum rectangle or rectangular prism con-

taining all points in V. Let k denote the optimal distance between an average pair

of vertices at the end of the algorithm. In two dimensions, it is common to set

k =
√

A/n, where A denotes the area of the frame. Finally, let t denote the ini-

tial temperature, which determines how far we allow vertices to move at the �rst

iteration. For the algorithm we chose to modify, t is 1/10 of the maximum length

of a side of the frame. For each pair of distinct vertices u, v ∈ V, we calculate

the force fr(u, v) = k2/d2u,v of repulsion. When uv ∈ E, we calculate the force

fa(u, v) = du,v/k of attraction, and we let fa(u, v) = 0 when uv /∈ E. Let F denote

the matrix of forces between vertices: Fu,v = fr(u, v)−fa(u, v). We use these forces

to calculate the initial displacement vector ⃗dispv for each vertex v. In two dimen-

sions, letting v =
[
xv yv

]T
, the �rst coordinate of ⃗dispv is

∑
w̸=v(xv − xw)Fv,w

and the second is
∑

w̸=v(yv − yw)Fv,w. We scale each displacement vector accord-

ing to the temperature, obtaining a vector δv = ⃗dispv · t/lv, where lv is the length

of ⃗dispv.

Classical Fruchterman-Reingold algorithms come in two types: at each iteration,

either all vertices move at once according to their displacement vectors, or the

vertices move one at a time, requiring a recalculation of forces at each iteration. In

the former case, the new position for each vertex v is
[
xv yv

]T
+ δv. In the latter

case, we cycle through the vertices of G, moving a single vertex v according to δv
at each iteration. Our solution to the problem of breaking edges is essentially the

same in either case: if any pair of vertices previously within distance 1 would be

at distance > 1 after any iteration, we avoid moving any vertices at all, lower the

temperature by t/(it + 1), where `it' denotes the total number of iterations, and

move on to the next iteration (essentially weakening the forces Fu,v). If all pairs

of vertices previously within distance 1 remain within distance 1, we keep the new

positions and again lower the temperature by t/(it + 1) for the next iteration. As

the temperature decreases to t/(it + 1) at the last iteration, the positions of the

vertices stabilize.

4. Formation planning for autonomous swarms

In this section, we apply Algorithm 1 and the modi�ed Fruchterman-Reingold al-

gorithm from Section 3.2 to obtain swarm formations with even area coverage and

high reliability. Returning to our running example, we consider an autonomous

swarm of satellites assigned to image a region on the surface of an object. We

begin by assigning satellites to image the outer boundary of the region. Our goal

is to assign the remaining satellites to cover the interior of the region so that the

entire region is evenly covered and so that the communication network is not only

connected but highly reliable. We note that search and rescue missions by robots,

imaging of an ocean bed by autonomous underwater vehicles, or use of unmanned

aerial vehicles for precision agriculture may be modeled similarly. Our �ndings

indicate that using Algorithm 1 alone (as opposed to using it in conjunction with
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Figure 3. Fifteen agents cover the outer boundary of a circular

region, modeled by a unit disk graph forming a regular 15-gon

whose edges are of length 0.9

our modi�ed Fruchterman-Reingold algorithm) is particularly e�ective in accom-

plishing this goal.

As a basis for our simulations, we imagine a circular disk to be covered by a

swarm of 30 agents.3 We begin with a unit disk graph on 15 vertices forming a

regular 15-gon whose edges have length 0.9 (see Figure 3). These vertices outline

a circular region with area about 14.717 (radius ≈ 2.16). We add 15 additional

vertices one at a time to this unit disk graph using four di�erent methods:

(M1) Random: Add vertices randomly to the interior of the region, conditioned

on them being within unit distance of at least one existing vertex (i.e., con-

ditioned on connectedness).

(M2) Random & Spring: Add vertices as in item (M1), but apply the Fruchterman-

Reingold algorithm from Section 3.2 each time a vertex is added, leaving the

positions of the initial 15 vertices �xed.

(M3) Bu�er: Use Algorithm 1 and Monte Carlo simulations to add vertices which

maximize the resulting reliability while being at distance at least 0.65 from

any other vertex.

(M4) Bu�er & Spring: Add vertices as in item (M3), but apply the Fruchterman-

Reingold algorithm from Section 3.2 each time a vertex is added.

The speci�cs of each of these methods are discussed below, and examples of

the resulting graphs are depicted in Figure 4. For a reliability measure, we use

the all-terminal reliability with edge-operation probabilities all 90%. These edge-

operation probabilities may be adjusted, and unreliable vertices introduced, with

additional information regarding the agents in the application and their communi-

cation devices. Using the Zero-One Estimator theorem of Karp and Luby [25], or

one of its improved forms (see, e.g., [14]), one can easily compute upper bounds

on the number of Monte Carlo simulations necessary to obtain, with probability

1−δ, an estimate of RelA with relative error ε (known as an (ε, δ)-approximation).

3This is simply for illustration; regions of other shapes, and swarms of other sizes, may be
considered as well.
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(a) An example of method (M1) (b) An example of method (M2)

(c) An example of method (M3) (d) An example of method (M4)

Figure 4. Fifteen vertices are added to the interior of a region

outlined by a regular 15-gon with edge-lengths of 0.9 according to

methods (M1)-(M4).

For a graph G with high reliability, however, these upper bounds can be quite

large. Such Monte Carlo techniques proved ine�cient for the more reliable graphs

produced by the methods in items (M3) and (M4) above. Instead, we use an open-

source program called K-RelNet, introduced in [30], to obtain (ε, δ)-estimates of

RelA(G). Essentially, the program reduces the problem of �nding all-terminal reli-

ability (or the more general K-terminal reliability, see [12]) to counting the number

of assignments satisfying a Boolean formula in conjunctive normal form. It then

obtains an (ε, δ)-approximation of this count using a state-of-the-art approximate

model counter ApproxMC, introduced in [10] and now in its sixth version, Ap-

proxMC6 [37]. We set ε = 0.8 and δ = 0.2 for our relative estimates; these are the

default values for the K-RelNet program, and a relative error of 0.8 provides quite

a small absolute error bound for the more reliable graphs in question.

As a measure of area coverage, we calculate the radius of the largest empty circle

(containing no vertices of the graph) whose center is contained in the convex hull

of the vertex set. The region will be well-covered if the radius of the largest empty

circle is small. A largest empty circle whose center is contained in the convex hull

of a set of n points can be found in O(n logn) time [34]. In Table 1, we record the
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(M1) (M2) (M3) (M4)

Avg. RelA(G) 81.62% 85.16% 99.09% 99.20%

Avg. radius of LEC 1.2445 1.4287 0.6728 0.9697

Table 1. The average all-terminal reliability RelA with edge-

operation probabilities of 90% and the average radius of the

largest empty circle (LEC) over 100 graphs obtained using each

method (M1)-(M4).

average all-terminal reliability and the average radius of the largest empty circle

over 100 graphs obtained using each of the methods (M1)-(M4). The results in

Table 1 are compared, and standard deviations depicted, in Figure 5.

We �rst consider methods (M1) and (M2). Averaged over 100 trials, the all-

terminal reliability of a graph obtained by adding 15 vertices one at a time uni-

formly at random to the interior of the region, conditioned on connectedness of the

resulting graph, is about 81.62%. The average radius of the largest empty circle is

about 1.245.

The Fruchterman-Reingold algorithm has quite a di�erent e�ect when applied to

the graphs obtained via method (M1) than one might expect: vertices are pushed

away from the interior of the region towards the boundary. This increases, rather

than decreases, the uncovered area of the region. On the other hand, it also has

the e�ect of slightly increasing the reliability. We compared both types of our

modi�ed Fruchterman-Reingold algorithm from Section 3.2 (either all non-�xed

vertices move at each iteration, or vertices move one at a time), and found that the

former method was more e�ective for both reliability and area coverage purposes.

Averaged over 100 trials, the all-terminal reliability of the graph obtained by

adding 15 vertices one at a time uniformly at random to the interior of the region,

applying our modi�ed Fruchterman-Reingold algorithm after each added vertex,

is about 85.16%. The average radius of the largest empty circle is about 1.43.

Figure 5(a) plots the average reliabilities obtained using method (M1) against those

using method (M2).

Using methods (M1) and (M2) as a baseline, we now consider method (M3).

Having experimented with various bu�er values b, we noted that, for b ⩾ 0.75, the

region outlined by the �fteen satellites in Figure 3 tends to �ll up before �fteen

vertices can be added to the interior, meaning that there are no more points within

the outlined region which are of distance at least b from every vertex. Note that,

if the region �lls up like this, then the radius of the largest empty circle is at most

b. We chose the value b = 0.65 as it �lls the region relatively evenly and nearly

fully after �fteen iterations. Of course, depending on the imaging device used by

the agents in the application, this value of b may need to be altered accordingly.

We average the all-terminal reliability of 100 graphs obtained by adding 15 ver-

tices to the interior of a region outlined by 15 satellites using Algorithm 1 (b = 0.65)

and choosing the most reliable candidate at each step. The average reliability after
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Figure 5. A comparison of average all-terminal reliability (with

edge-operation probabilities of 90%) of graphs obtained via meth-

ods (M1)-(M4). Shaded regions depict one standard deviation.

adding 15 vertices is about 99.09%. The average radius of the largest empty circle

is about 0.67. The results are displayed in Figure 5(b).

Finally, we consider method (M4). Each time we add a vertex to the interior of

the region to maximize reliability while being of distance at least 0.65 from every

other vertex, we apply our Fruchterman-Reingold algorithm from Section 3.2. We

again use the version of our algorithm in which all non-�xed vertices move at each

iteration. Note that this algorithm may move vertices which were placed outside

of bu�er distance closer together. Indeed, the largest empty circle is, on average,

larger in this case. Over 100 trials, the average radius of the largest empty circle

is about 0.97. The average all-terminal reliability after adding 15 vertices is about

99.2%. The results are displayed in Figure 5(c).
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5. Future directions

In this paper, we considered various possible solutions to the problem of produc-

ing unit ball graphs with high reliability whose vertices are evenly spread over a

given region. We found that placing vertices one at a time in locations which are at

least some �xed distance b from all other vertices (using Algorithm 1), and which

maximize the reliability over all such locations (using Monte Carlo simulations)

provides a better method than using a modi�ed spring layout algorithm for unit

ball graphs.

These methods focused on balancing the reliability and area coverage objective

functions. Using the spring layout method, we attempted to spread out vertices

while retaining the reliability of the original graph. It would be of interest to

accomplish this task using a less heuristic method. We thus pose the following.

Problem 1. Design an algorithm which takes as input a unit ball graph G and

outputs a new unit ball graph, containing all edges of G, whose largest empty

circle centered in the convex hull of its vertex set is as small as possible.

We now turn to the method which uses Algorithm 1: adding vertices one at a

time to maximize reliability while enforcing a bu�er distance. While the estimated

reliabilities of the graphs obtained using methods (M3) and (M4) were quite high,

even more reliable graphs may have been obtained by adding more than one vertex

at a time. Algorithms which approximate the possible neighborhoods for a set of

vertices added in a given con�guration are not hard to develop, but to list all such

neighborhoods will require more complicated techniques.

Problem 2. Design an algorithm to �nd the locations to add two or more

vertices to a unit ball graph and maximize reliability.

In a similar vein, we have not fully resolved the problem of �nding the most

reliable unit ball graphs of a given order which cover a given area (even for the cir-

cular area considered in Section 4). This problem is likely a di�cult one, as �nding

most reliable (abstract) graphs of a given order and size remains an open problem.

However, the constraints here are quite di�erent, and we pose this problem for

completeness.

Problem 3. Let G be a unit disk graph whose vertices outline the boundary

of a convex region, and let p ∈ (0, 1). Given a positive integer k and positive

real number ℓ, �nd a unit disk graph obtained by adding k vertices to G whose

largest empty circle has radius at most ℓ (should such a graph exist) which

maximizes RelA (edge-operation probabilities p) over all such graphs.

Appendix A. Vertices on the boundary

In our proof of Theorem 1, we claimed that, in order to �nd the set of all regions

of intersection of a set of annuli centered at the points v in V, it su�ces to �nd the

subsets of V contained in a (b, 1)-annulus with no points from V in its inner circle,

and with two points from V on its boundary. This claim follows from the following

proposition.



VERTEX ADDITION TO A BALL GRAPH 19

Proposition 2. Let V ⊂ R2 be a �nite set of points in general position, and

let ∅ ̸= S ⊆ V. If S is contained in a (b, c)-annulus with all points in V − S

outside of its outer boundary, then there exists a second (b, c)-annulus with

two points u, v ∈ V on its boundary which contains S− {u, v} and is such that

all points in V − (S ∪ {u, v}) lie outside of the outer boundary.

Further, if u and v lie on the outer boundary of a (b, c)-annulus which

contains S and no points within its inner circle, then there are (b, c)-annuli

containing each of S, S ∪ {u}, S ∪ {v}, and S ∪ {u, v}, with no points on the

boundary, and the rest of the points in V outside of the outer circle. If one of

u or v lies on the inner boundary, say u, then only two of these sets can be

contained in such an annulus: S∪ {u} and S∪ {u, v}. If both u and v lie on the

inner boundary, then only S ∪ {u, v} is possible.

Proof. First, let A be a (b, c)-annulus with S ⊂ A and V − S lying outside of the

outer boundary of A. It is not hard to see that we can shift A slightly so that some

point u ∈ V is on its outer or inner boundary. We now rotate this shifted annulus

around the �xed point u until a second point v lies on its boundary to obtain the

desired annulus.

On the other hand, suppose that A ′ is a (b, c)-annulus with u, v ∈ V on its

boundary and no points in V within its inner circle. Let S denote the set of points

contained in A ′ (note u, v /∈ S). Since the points in V are in general position, we

may assume that u and v do not lie on a diameter of A ′. First, suppose u lies on

the outer boundary. We can rotate A ′ around u to obtain an annulus containing

S ∪ {v} with only u on its boundary. Then, shifting the resulting annulus slightly,

we can obtain annuli containing either S ∪ {u, v} or S ∪ {v} with all other points

in V outside of the its outer circle. Similarly, if v is on the outer boundary of A ′,

we could have rotated A ′ in the other direction to obtain an annulus containing S

but with V − (S∪ {u}) outside of its outer boundary. In this way, we obtain annuli

containing all four sets S, S ∪ {u}, S ∪ {v}, and S ∪ {u, v} in their interiors, and no

other points in their inner circle.

On the other hand, if u is on the inner boundary, then any shift of the annulus

puts u inside the inner circle if not in the annulus. Thus, only the sets S∪ {u} and
S ∪ {u, v} are possibilities in case v is on the outer boundary, and only S ∪ {u, v} is

possible if both are on the inner boundary of A ′. □
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Appendix B. InitialSet algorithm

Algorithm 5 Determine initial set of vertices in annulus when a sweep begins

Input: V ⊂ R2 and output L of Algorithm 2 or Algorithm 3

Output: Subset of V contained in annulus when sweep begins

1: function InitialSet(L)

2: R ← {}

3: for (w,θmin, θdis, θre, θmax) ∈ L do

4: if θre is None and θmax < θmin then

5: add (w,θmin, type = min) to R

6: else if θdis < θre and θmax is None then

7: add (w,θre, type = re) to R

8: else if θdis < θre and θmax < θmin then

9: if θdis < 0 then

10: add (w,θmin, type = min) to R

11: else if θre > 0 then

12: add (w,θre, type = re) to R

13: end if

14: end if

15: end for

16: return R

17: end function
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